
Markov Chains



Hidden Markov Models



A Markov Decision Problem
(source: Russell & Norvig)



The optimal policy



The value function corresponding to the optimal policy



Source: Sutton and Barto





Some examples

•Playing a game like Chess, Go, Backgammon etc.
•Managing your stock portfolio
• Learning to walk
•Managing the inventory at a car-rental company with multiple 

locations



The Markov property



Markov Decision Processes



Value function and Q function
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Deep Reinforcement Learning
• In most practical problems there are too many states to be  listed explicitly. So we 

need to rely on function approximation methods. The policy / value functions are 
represented by neural networks. This is called Deep RL.

• There are many ways of learning from past experience. Roughly speaking you 
want to do more of the action sequences which give you high reward, and less of 
the action sequences which give you low reward. Hence the term “reinforcement” 
which originated in the animal learning literature 

• One class of methods for training are “policy gradient” methods, of which a 
leading example is PPO.

• I recommend the full series on Deep RL hosted by Pieter Abbeel
   https://www.youtube.com/watch?v=qaMdN6LS9rA
• https://www.youtube.com/watch?v=tqrcjHuNdmQ is a pretty intuitive 

introduction to policy gradients from Karpathy


